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Abstract: This paper describes a hybrid method in the object
classification for computer digital images. methidhis paper has been
designed and developed to recognize a typical texaatures for certain
object. The basic approach used here is that tieres features values
that extracted from gray level co-occurrence masigGLCM) can show
the typical values for features analysis in clasatfon. An artificial
neural networks using error multilayer back propigeanetwork has
been used for texture analysis and object classibic. The obtained
results of different types of images areas likeasse"non-seas" and
"background" as unknown images was characterizedgood range.
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1. Introduction

This paper introduces a new approach of objecsifieation for
certain type which is a part of image processinggu&sray level co-
occurrence matrix (GLCM) as an example the classeafs images has
been used for classification and the approach eaapplied for single
class image in different patterns. The simplest paagctice in this paper
Is a classification of any class images into pateusing adaptive
segmentation with the use of their textures featunadifferent direction
of GLCM matrix to train the artificial neural netws (back propagation
neural network used here). This association betwssalh trained features
values and recognized class sea as an example dddidin a good results
using this method [1].

Another direction in this paper is extracting thrture feature for
unknown image and let the neural detect the typthisfimage using a
neural network and the approach applied for varigtgges. Patterns
features may be applied for realizing a wide patiardifferent texture
without imposing any restriction on their distrilout [2]. Based on a
topicality of the given approaches this paper presthe texture
segmentation for a new approach by using Gray |&eloccurrence
Matrix (GLCM) [3].




Machine classification vision based on gray leveloccurrence
matrix of class classification is necessary andoirtgmt method. As it
lead to obtain a good results for classification dertain features
characteristics. There are different approachesmputer vision, Angelo
Zizzari and Udo Seiffert used detection of tumodigital images of the
Brain[4]. Commander K.Velu [5] used an IntelligeBégmentation of
Industrial Component Images. Virendra Pathak ané&a®@mikshit [6]
used Segment based classification of Indian urdawvironment. P.
Tymkow, A. Borkowski [7] introduced land cover céagcation using
airborne laser scanning data and photographs.

When we propose a class classification based ay (&vel co-
occurrence matrix (GLCM) with a neural network ex@gnize a certain
class, it is necessary to allocate following paints

a. Choice the patterns of textures attribute fdarge numbers of
variety Images.

b. adaptive Image segmentation for the input image.

c. Texture Features extraction using GLCM Matrixifierent Direction.

d. Train a neural network on different patternsdertain class and the seas
patterns used here as an example.

d. Test unknown image by calculate the textureufest by GLCM
and used a neural network to detect it.

2. Gray Level Co-occurrence Matrix (GLCM)

A statistical approach that can well describe sdeaundler statistics
of a texture image is a co-occurrence matrix. Geaygl co-occurrence
matrix (GLCM) was firstly introduced by Haralick][§]. A gray-level
co-occurrence matrix (GLCM) is essentially a twaidnsional histogram
in which the(i,j) th element is the frequency of everm-occurs with
eventj . A co-occurrence matrix is specified by the nglatfrequencies
P(, j, d, @ in which two pixels, separated by distance d ,uocn a

direction specified by the ang# one with gray level and the other with
gray levelj. A co-occurrence matrix is therefore a functiordstance r,
angled and grayscaleisand,.

Our proposed system is that a sea image can bengesed into patterns
with regular textures. So we should be able toesgmt these regular
texture regions by using co-occurrence matricesddso, we utilize the
co-occurrence matrices in angles of 045 , 90 , and 135
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Fig.(1): Direction for generation of GLCM

After that the normalization of the obtained GLCMiah refer to as
Cd (i,j)) has significant effect on total performanof algorithm. The
problem is that the total number of compared pipaliss is different due
to the angular relationships. Moreover, the sizemafges is not the same.
To overcome these problems, it is necessary to alen the co-
occurrence matrices using this equation [10]
1

p(mn) = All _Pairs_of _ Pier_UsedCd (m.n)
3. Texturefeatures

Most of the GLCM texture calculations used in reensensing
were systematized in a series of papers by Robartlidk in the
1970's.[11], When the GLCM is generated, thereagal of 14 textures
features that could be computed from the GLCM, sashcontrast,
variance, sum average, and etc. The five commoturex features
discussed here are contrast, correlation, energynopbeneity, and
entropy. Contrast is used to measure the locahtrans, correlation is
used to measure probability of occurrence for & phaispecific pixels,
energy is also known as uniformity of ASM (angus&cond moment)
which is the sum of squared elements from the GLEB8dMogeneity is to
measure the distribution of elements in the GLCMhwiespect to the
diagonal, and entropy measures the statistical orandss. The five
common textures features are shown in figure Bnce, 20 features or
more will be extracted using GLCM methods, i.e.rfalirections for
every feature functions of contrast, correlationergy, entropy, and
homogeneity with different spatial distance (dr)deery feature.
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4. Back propagation Artificial Neural Network

Back propagation, or propagation of error, is a wam method of
teaching artificial neural networks. It was firgsgribed by Paul Werbos
in 1974, but it wasn't used until 1986, it is lé@adenaissance in the field
of artificial neural network research.

It is a supervised learning method, and is an impl&ation of the
Delta rule. It requires a teacher that knows, or calculate, the desired
output for any given input. It is most useful faetl-forward networks
The term is an abbreviation for "backwards propagadf errors". Back
propagation requires that the activation functi@edi by the artificial
neurons (or "nodes") is differentiable [12].

And the Summary of the back propagation technique:

1. Present a training sample to the neural network.

2. Compare the network's output to the desired output that sample.
Calculate the error in each output neuron.

3. For each neuron, calculate what the output shoaic tbeen, and a

scaling factor, how much lower or higher the outpuist be adjusted

to match the desired output. This is the localrerro

Adjust the weights of each neuron to lower the leceor.

Assign "blame" for the local error to neurons at firevious level,

giving greater responsibility to neurons connecteyl stronger

weights.

6. Repeat from step 3 on the neurons at the prevews,lusing each
one's "blame" as its error.

ok



4. The Proposed System

The proposed system consists of two stages as below

First Stage: Train the neural network using textures that etiing from
GLCM as illustrated in figure (4)
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Fig. (3): Block Diagram of Training Neural Network

The Training of the Neural networks is dependinglifferent image

patterns, for each image, we perform the following:

a. Segment (adaptive segmentations) each imagddmedt segments
(patterns).

b. For each segment, we calculate the GLCM methddlzen use it to
extract textures features in different directiomgghe equations in
Fig (3).

c. Train the neural depending on the number oepadtand the numbers
of features for each patterns as illustrated in{3ig

Testing phase
Texture Neural Inputs
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Patt(ta)rn >  Number Numbers of pattern numbers of .| Desred
Number For each features for each patterns Output

Pattern

Fig. (4): testing the Neural Network using Features of GLCM

The image which used in training the neural netwark this work is
shown in Fig.(6).



Fig. (5): images used to train a neural networkagsmages)

Second stage: Testing and classification

To test unknown image and classify, two steps aezluthe first

one is segmented the image into patterns and eddctihe GLCM for

each pattern. The obtained GLCM is used to exfestures depending
on equations which shown in figure (3).
The second step is train the above features weldésired values
of Neural networks to determine the pattern beltmgvhich pattern of
sea type. The taken decision is made by a neuti@rpa reorganization.

The experiment are run on patterns which are nithi¢u enhanced,
such as histogram equalization.
The results shows that the value differs in alltigpaistances for

energy, therefore the pattern of change for enengy be useful as a
feature to be extracted. For the other four feafuteey are having closer
values when the spatial distance is small, so ah ase, smaller spatial
distance are more suitable to be used for extractidhe features such as
correlation equation.
The features for each patterns that was trainedherneural is
shown in table (1) as an example after make thenakzation for it.

T“a;trign Contrast | Dissimilarity | Homogeneity| Energy | Entropy | Correlation
Pattern(1)| 0.401512 0.49610 0.000356 0.000127 O@B5 0.891264
Pattern(2)| 0.213672 0.28970 0.000983 0.000R23 0210 0.983132
Pattern(3)| 0.343210 0.39953 0.000309 0.000147 a&®l 0.947453
Pattern(4)| 0.233556 0.33840 0.000172 0.000245 @32 0.963153
Pattern(k) | 0.449892 0.47170 0.000872 0.0008384 @PH5 0.831421

5. Experiments and Results

Our experiment results is determining by taken wwkm image
and segment it to different patterns, each paitepassing to GLCM for




extracting features. The results is checking wii fieatures of a neural
network shows that the patterns belongs to seaamaag after that we

take image for "non-sea" and the result was "nat s@he answer for a
neural network was evaluated by using differesttggns which were

submitted to the same features extraction and rfeatelection processes
of the training sample, at the end of testing pseceach image was
classified as sea, not-sea. The features for eaitbérps that was trained
for the neural is shown in table (1) as an exangiter make the

normalization for it.

Figure (7) shows the unknown image that testebysystem which it is

classified to "seas" images as it were trainediptsly by the neural in

Fig (6). .

Fig (6): Neural networks classified these imagedeurseas

In the other hand, Figure (7) shows the unknowrgerhat tested by the
system which it is classified to "no-seas" imagesoading to testing of
their textures features values.

Fig (7): Neural networks classified these images$eurino-seas"

6. Conclusion

The main characteristics of such computer systentisted here from
segment, feature extracting using GLCM and to rieveworks, and the
final results is considered satisfying by usings thybrid method that
contains the previous characteristics. It has loessmgned and developed
to recognize the typical features of certain clidss the "seas" images.
Regardless of segment type method that used irp#mer, it is based on
the concept of the texture feature for digital imsdJsing GLCM . The



data being analyzed on the images should be miadriz only the useful
features value that is considered important in aleuaining. So the most
important value was in correlation values whichwlthat the orientation
in small distance values in different viewing difen such as 9 45, 9¢°
and 180 is considered as a good feature extracted fromintiages to
train the neural. When the spatial distance ina@gathe differences in
values for different patterns (segmentation) ofame species will be
more obvious for neural inputs. As an example #seilts for the entropy
during greater spatial distances are not usefut. &forts in this paper
considered the following points to improve the parfance of work:-
1. Alternative the Back propagation neural networkhwét modern
neural networks that used for classification.
2. Discard the undesired value that extracted from MLU@ethod to
obtain well separated data sets to train the neural
3. Trying to recognize the target object with same bgomous
values.
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